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**Abstract**

The purpose of this project is to develop a program that is using N-Grams, in order to identify the language of the given file.

In summary, the program compiles with several embedded files, in order to develop a profile for each language, in the current case, is English, French and Spanish. Then, the program will try to compare the input profile with each of the pre-made profiles, calculate the distance between the two compared profiles and find the smallest distance. The language profile which have the smallest distance, means that the probability of this language to be the input file is the maximum.

In order to create the profiles, there was needed to split each file into tokens, and from tokens to N-Grams. The N-Grams take from 1 to the length of the token and spit it into sub-strings. The data structure is used is at first Linked Lists for test and then Hash Table, for better runtime. The programming language used is C#, because, there are a lot of helpful ready-made functions to use and an “improved” Hash Table, called the Dictionary.
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**Chapter 1:**

**1.1 Identifying the Problem**

The problem in this project was to identify the language using N-Grams. In order to do so, Dr Athena Stassopoulou, my advisor, suggested some papers for reading to understand the differences between the different solutions that problem has. Some solutions were the Naive Bayes approach and the N-Grams approach. For this project, the method used was N-Grams.  
  
After reading the (enter text here) paper, I decided to use the N-Grams method, because in my opinion, it was more programmatically efficient and practical to be implemented.   
  
The idea behind N-Grams with a text, for example “beer” is that the text will be broken into: (consider where ‘\_’ is the space character)

1. Bi – Grams : \_b, be, ee, er, r\_
2. Tri – Grams : \_\_b, \_be, bee, eer, er\_, r\_\_
3. Quad – Grams : beer

That means that the N-Gram algorithm should be applied from number 1 to the length n of the current token. This will be done with every token.  
  
Now, let’s talk about the tokens. A token is basically every single world individually in all the text documents. Every text document will be spitted into tokens and stored in a data structure. In this case, Linked Lists are used.

* 1. **Decision of the Programming language**

Based on my current knowledge on programming languages, I decided to use C# for the implementation of this project. This programming language provides many flexibilities both with GUI (Graphical User Interface) and with libraries. It has many build-in ready-made functions that will be very helpful for the implementation of this project.

* 1. **Designing the interface**